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# Question 1

Data: ‘temperature\_experiment.csv’

A manufacturing process is run at a temperature of 60 deg C. The manufacturer would like to know if increasing the temperature would yield an increase in output. Increasing the temperature would be more expensive, so an increase would only be used in future if it increased output. It seems unlikely that increasing the temperature would decrease output and, even if it did, there would be no value in having that information. An experiment was performed to assess the effect of temperature on the output of a manufacturing process. For this experiment, temperatures of 60 or 75 degrees C were randomly assigned to process runs. It was desired to gather more information about output at the new temperature so temperatures were randomly assigned to process runs at a ratio of 2 to 1 (2 runs at temperature 75 for every 1 at temperature 60). The process output was recorded from each run. The variables in the data set are:

run: Run number temp: Temperature output: Process output

**1.1. Perform the large-sample Z-test to compare mean output for the two temperatures. Give the value of the test statistic and the p-value for the test.**

In this case since we want to compare the population means of two samples of outputs at different temperatures, the hypothesis test will be based on the two sample means .

The means are defined as

To calculate the test statistic,

Here the = 1001.24 and = 1019.46 and the calculated values **of Z test statistic =**

**-2.551 and p-value = 0.0107**.

data <- read.csv('temperature\_experiment.csv')  
boxplot(split(data$output,data$temp))

![](data:image/png;base64,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)

m = with(data,tapply(output, temp, mean))  
s = with(data,tapply(output, temp, sd))  
n = with(data,tapply(output, temp, length))  
data.frame(m,s,n)

## m s n  
## 60 1001.24 9.569187 10  
## 75 1019.46 28.930705 20

z = (m[1]-m[2])/sqrt(sum(s^2/n))  
p = round(2\*(pnorm(z)),4)   
data.frame(z,p)

## z p  
## 60 -2.551155 0.0107

# z = -2.551155  
# p = 0.0107

However, since the question states that there is no value in knowing whether there is a decrease in output when temperature is increased it makes sense to only consider one half of the p-value which is 0.0054.

p = round((pnorm(z)),4)  
p

## 60   
## 0.0054

**1.2. Do you reject the null hypothesis at a significance level of 0.05?**

We **reject the null hypothesis** of equal means at the 0.05 level of significance since the p-value (0.01) is lesser than the alpha value (0.05).

**1.3. State the null hypothesis for the test.**

We define the null hypothesis as

where ans are the mean outputs at temperatures 60 and 75 degrees C respectively.

The alternative hypothesis is

**1.4. Perform the unequal-variance (Welch) t-test to compare mean output in the two temperature groups. Report the test statistic and the p-value for the test.**

The calculated values of **test statistic = -2.5512 and p-value = 0.01706**.

with(data,t.test(output[temp==60],output[temp==75],var.equal = F))

##   
## Welch Two Sample t-test  
##   
## data: output[temp == 60] and output[temp == 75]  
## t = -2.5512, df = 25.633, p-value = 0.01706  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -32.910534 -3.529466  
## sample estimates:  
## mean of x mean of y   
## 1001.24 1019.46

**1.5. Perform the equal-variance t-test to compare mean output in the two temperature groups. Report the test statistic and the p-value for the test.**

The equal-variance test statistic uses a pooled estimate of the variance which is the weighted average of the two sample variances. Thus the test statistics has been calculated as follows:

The calculated values of **test statistic = -1.925 and p-value = 0.065.**

pooled\_sample\_var = sum((n-1)\*s^2)/sum(n-1)  
z\_t = (m[1]-m[2])/sqrt(pooled\_sample\_var\*sum(1/n))  
p\_t = round(2\*(pt(z\_t,sum(n)-2)),4)  
data.frame(z\_t,p\_t)

## z\_t p\_t  
## 60 -1.924751 0.0645

#z\_t = -1.924751  
#p\_t = 1.9355

Cross checking the values using the t.test function:

with(data,t.test(output[temp==60],output[temp==75],var.equal = T))

##   
## Two Sample t-test  
##   
## data: output[temp == 60] and output[temp == 75]  
## t = -1.9248, df = 28, p-value = 0.06448  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -37.610544 1.170544  
## sample estimates:  
## mean of x mean of y   
## 1001.24 1019.46

**1.6. Which of the three tests do you think is most valid for this experiment? Why?**

Firstly, the large sample test must be ruled out as the groups have a significantly small data size( 10 and 20). The appropriate test here would be a t-test. The variance of both the groups are far from equal as shown below:

s^2

## 60 75   
## 91.56933 836.98568

This rules out the equal-variance T-Test. Thus the most valid test for this experiment would be the **Welch’s T-Test of unequal variances**.

**1.7. Calculate a 95% confidence interval for the difference between mean output using the large-sample method.**

On calculating the 95% confidence interval for the difference between the mean outputs, we get the lower bound = -32.218 and higher bound = -4.222. Thus the confidence interval is

se = sqrt(s[1]^2/n[1] + s[2]^2/n[2])  
z.05 = qnorm(0.975)  
lower = m[1]-m[2] - z.05 \* se  
higher = m[1]-m[2] + z.05 \* se  
lower #-32.2178

## 60   
## -32.2178

higher #-4.222204

## 60   
## -4.222204

**1.8. Calculate a 95% confidence interval for the difference between mean output using a method that corresponds to the Welch test.**

On calculating the 95% confidence interval for the difference between the mean outputs, we get the lower bound = -32.911 and higher bound = -3.529. Thus the confidence interval is

se\_w = sqrt(sum(s^2/n))  
t.05=qt(0.975,25.633)  
lower\_w = m[1]-m[2]-t.05\*se\_w  
upper\_w = m[1]-m[2]+t.05\*se\_w  
lower\_w #-32.91055

## 60   
## -32.91055

upper\_w #-3.529452

## 60   
## -3.529452

**1.9. Calculate a 95% confidence interval for the difference between mean output using a method that corresponds to the equal-variance t-test.**

On calculating the 95% confidence interval for the difference between the mean outputs, we get the lower bound = -37.611 and higher bound = 1.171. Thus the confidence interval is

se\_t=sqrt(pooled\_sample\_var\*sum(1/n))  
t.05=qt(0.975,df=sum(n)-2)  
lower\_t = m[1]-m[2]-t.05\*se\_t  
upper\_t = m[1]-m[2]+t.05\*se\_t  
lower\_t #-37.61054

## 60   
## -37.61054

upper\_t #1.170544

## 60   
## 1.170544

**1.10. Apart from any effect on the mean output, do the results of the experiment suggest a disadvantage of the higher temperature?**

From the above conducted tests, we reject the null hypothesis of equal mean outputs at 0.05 level of significance in the large samples test as well as the Welch’s T-test. We do not have enough evidence to reject the null hypothesis of equal mean outputs as per the equal variance T-Test. Apart from the effect of the mean output, there would be an increase in the cost of the manufacturing process as given in the question however the results of the experiment do not give any indication of this disadvantage.

It can be seen from the results of this particular experiment that with an increase in temperature there is an increase in the variance of the weights which may suggest a disadvantage of the higher temperature.

# Question 2

Data set: ‘defects.csv’

The data are from an experiment to compare 4 processing methods for manufacturing steel ball bearings. The 4 process methods were run for one day and a random sample of 1% of the ball bearings from the day was taken from each of the 4 methods. Because the processes produce ball bearings at different rates the sample sizes were not the same for the 4 methods. Each sampled ball bearing had its weight measured to the nearest 0.1 g and the number of surface defects was counted. The variables in the data set are:

Sample: sample number Method: A, B, C, or D Defects: number of defects Weight: weight in g

**2.1. The target weight for the ball bearings is 10 g. For each of the 4 methods it is desired to test the null hypothesis that the mean weight is equal to 10. What test should be used?**

I believe that the **1-sample T-test** must be used to test the null hypothesis that mean weight is equal to 10. The conditions to satisfy a valid 1-Sample T-Test are:

1. The population distribution is normal.

2. The sample size is sufficiently large.

There is no suggestion that the population is normally distributed in the question. However, The sample size of the methods lie in the range of 50-75. Thus, the sample size is sufficiently large for the distribution of t-test and normal distribution to not be distinguishable.

**2.2. Give the p-values for the tests for each method. Include your R code for this question.**

data\_defect = read.csv('defects.csv')  
mean\_methods = with(data\_defect,tapply(data\_defect$Weight, data\_defect$Method, mean))  
sd\_methods = with(data\_defect,tapply(data\_defect$Weight, data\_defect$Method, sd))  
len\_methods = with(data\_defect,tapply(data\_defect$Weight, data\_defect$Method, length))  
data.frame(mean\_methods,sd\_methods,len\_methods)

## mean\_methods sd\_methods len\_methods  
## A 10.002703 0.2918871 74  
## B 9.982667 0.3028573 75  
## C 10.082812 0.4456330 64  
## D 10.167308 0.5833376 52

var\_methods = sd\_methods^2  
var\_methods

## A B C D   
## 0.08519807 0.09172252 0.19858879 0.34028281

To perform 1 sample t-test, the null hypothesis is

The alternative hypothesis is that the means are not all equal. At level of significance,=0.05 the p-values for the methods are:

**Method A: 0.9367**

**Method B: 0.6216**

**Method C: 0.1421**

**Method D: 0.04371**

t.test(data\_defect$Weight[data\_defect$Method=='A'],mu = 10, alternative = "two.sided")

##   
## One Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "A"]  
## t = 0.079652, df = 73, p-value = 0.9367  
## alternative hypothesis: true mean is not equal to 10  
## 95 percent confidence interval:  
## 9.935078 10.070327  
## sample estimates:  
## mean of x   
## 10.0027

t.test(data\_defect$Weight[data\_defect$Method=='B'],mu = 10, alternative = "two.sided")

##   
## One Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "B"]  
## t = -0.49565, df = 74, p-value = 0.6216  
## alternative hypothesis: true mean is not equal to 10  
## 95 percent confidence interval:  
## 9.912986 10.052348  
## sample estimates:  
## mean of x   
## 9.982667

t.test(data\_defect$Weight[data\_defect$Method=='C'],mu = 10, alternative = "two.sided")

##   
## One Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "C"]  
## t = 1.4866, df = 63, p-value = 0.1421  
## alternative hypothesis: true mean is not equal to 10  
## 95 percent confidence interval:  
## 9.971497 10.194128  
## sample estimates:  
## mean of x   
## 10.08281

t.test(data\_defect$Weight[data\_defect$Method=='D'],mu = 10, alternative = "two.sided")

##   
## One Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "D"]  
## t = 2.0682, df = 51, p-value = 0.04371  
## alternative hypothesis: true mean is not equal to 10  
## 95 percent confidence interval:  
## 10.00491 10.32971  
## sample estimates:  
## mean of x   
## 10.16731

**2.3. Apply a Bonferroni correction to your results from the previous question to account for inflation of type I error rate due to multiple testing. How does the Bonferroni correction change your conclusions? In particular, do you have evidence to reject the null hypothesis that the mean weight for all 4 methods is equal to 10, at significance level 0.05?**

Applying Bonferroni correction to the results of the previous question, Since we performed 4 tests the new level of significance = 0.05/4 = 0.0125.

Since the p-value for all methods is more than the new value, we **do not have evidence to reject the null hypothesis** that the mean weight for all 4 methods is equal to 10.

**2.4. It is is desired to compare mean weights of the 4 methods. This is to be done first by performing pairwise comparisons of mean weight for the different methods. What test should be used for these comparisons?**

Assuming that all the methods have an equal variance, the **Analysis of Variance (ANOVA) Test** would be an appropriate test to perform pairwise comparisions of mean weights for the different methods.

**2.5. Report the p-values from all pairwise comparisons. Include your R code for this question.**

The p-values are as follows:

**Method AB:0.6816**

**Method AC:0.2082**

**Method AD:0.039**

**Method BC:0.1192**

**Method BD:0.02151**

**Method CD:0.3784**

pAB = t.test(data\_defect$Weight[data\_defect$Method=='A'],data\_defect$Weight[data\_defect$Method=='B'],var.equal = T)  
pAB

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "A"] and data\_defect$Weight[data\_defect$Method == "B"]  
## t = 0.41109, df = 147, p-value = 0.6816  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.07628331 0.11635538  
## sample estimates:  
## mean of x mean of y   
## 10.002703 9.982667

pAC = t.test(data\_defect$Weight[data\_defect$Method=='A'],data\_defect$Weight[data\_defect$Method=='C'],var.equal = T)  
pAC

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "A"] and data\_defect$Weight[data\_defect$Method == "C"]  
## t = -1.2646, df = 136, p-value = 0.2082  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.20538623 0.04516664  
## sample estimates:  
## mean of x mean of y   
## 10.00270 10.08281

pAD = t.test(data\_defect$Weight[data\_defect$Method=='A'],data\_defect$Weight[data\_defect$Method=='D'],var.equal = T)  
pAD

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "A"] and data\_defect$Weight[data\_defect$Method == "D"]  
## t = -2.0863, df = 124, p-value = 0.039  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.320768556 -0.008441424  
## sample estimates:  
## mean of x mean of y   
## 10.00270 10.16731

pBC = t.test(data\_defect$Weight[data\_defect$Method=='B'],data\_defect$Weight[data\_defect$Method=='C'],var.equal = T)  
pBC

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "B"] and data\_defect$Weight[data\_defect$Method == "C"]  
## t = -1.568, df = 137, p-value = 0.1192  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.22644205 0.02615038  
## sample estimates:  
## mean of x mean of y   
## 9.982667 10.082812

pBD = t.test(data\_defect$Weight[data\_defect$Method=='B'],data\_defect$Weight[data\_defect$Method=='D'],var.equal = T)  
pBD

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "B"] and data\_defect$Weight[data\_defect$Method == "D"]  
## t = -2.3282, df = 125, p-value = 0.02151  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.34159532 -0.02768673  
## sample estimates:  
## mean of x mean of y   
## 9.982667 10.167308

pCD = t.test(data\_defect$Weight[data\_defect$Method=='C'],data\_defect$Weight[data\_defect$Method=='D'],var.equal = T)  
pCD

##   
## Two Sample t-test  
##   
## data: data\_defect$Weight[data\_defect$Method == "C"] and data\_defect$Weight[data\_defect$Method == "D"]  
## t = -0.88422, df = 114, p-value = 0.3784  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.2737961 0.1048057  
## sample estimates:  
## mean of x mean of y   
## 10.08281 10.16731

**2.6. Apply a Bonferroni correction to your results of the previous question to account for inflation of type I error rate due to multiple testing. What conclusion would you draw from these results? Would you reject the null hypothesis of no difference between any pair of means among the 4 methods, at significance level 0.05?**

set.seed(123)  
n=5  
m=10  
sigma=2  
reps=2000  
pvalues=data.frame(p\_AB=rep(NA,reps),p\_AC=rep(NA,reps),p\_AD=rep(NA,reps),p\_BC=rep(NA,reps),p\_BD=rep(NA,reps),p\_CD=rep(NA,reps))  
for(i in 1:reps){  
 x1=rnorm(n,m,sigma)  
 x2=rnorm(n,m,sigma)  
 x3=rnorm(n,m,sigma)  
 x4=rnorm(n,m,sigma)  
 pvalues$p\_AB[i]=t.test(x1,x2,var.equal=T)$p.value  
 pvalues$p\_AC[i]=t.test(x1,x3,var.equal=T)$p.value  
 pvalues$p\_AD[i]=t.test(x1,x4,var.equal=T)$p.value  
 pvalues$p\_BC[i]=t.test(x2,x3,var.equal=T)$p.value  
 pvalues$p\_BD[i]=t.test(x2,x4,var.equal=T)$p.value  
 pvalues$p\_CD[i]=t.test(x3,x4,var.equal=T)$p.value  
}  
reject = data.frame(pvalues < 0.05, any.rejection=apply(pvalues<0.05, 1, any))  
apply(reject,2,mean)

## p\_AB p\_AC p\_AD p\_BC p\_BD   
## 0.0560 0.0545 0.0450 0.0530 0.0535   
## p\_CD any.rejection   
## 0.0470 0.2230

Since we perform 6 tests, each of which has a probability 0.05 of rejecting , then the probability of at least one of the tests rejecting cannot be greater than 0.05\*6 = 0.90. In the simulation the probability of rejecting is 0.223 which is less than 0.90.

After applying Bonferroni correction to the results of the simulation, the overall type I error probability is 0.04. Since the Bonferroni test is a conservative one, the type I error probability is strictly below 0.05 which is it’s disadvantage.

reject.Bonf=data.frame(pvalues < 0.05/6, any.rejection=apply(pvalues<0.05/6, 1, any))  
apply(reject.Bonf,2,mean)

## p\_AB p\_AC p\_AD p\_BC p\_BD   
## 0.0080 0.0125 0.0055 0.0045 0.0075   
## p\_CD any.rejection   
## 0.0070 0.0400

On adjusting the level of significance using Bonferroni’s correction, we would get the new value to be 0.05/6 = 0.008. On the basis of the new level of significance, we **do not have evidence to reject the null hypothesis** of no difference between the pairs.

**2.7. Compare the mean weights for the 4 methods using ANOVA. State the F-statistic and the p-value for the F-test. Include your R code for this question.**

mean\_total = mean(data\_defect$Weight)  
method\_A = data\_defect$Weight[data\_defect$Method=='A']  
method\_B = data\_defect$Weight[data\_defect$Method=='B']  
method\_C = data\_defect$Weight[data\_defect$Method=='C']  
method\_D = data\_defect$Weight[data\_defect$Method=='D']  
ss\_total = sum((method\_A-mean\_total)^2) + sum((method\_B-mean\_total)^2) +  
 sum((method\_C-mean\_total)^2) + sum((method\_D-mean\_total)^2)  
ss\_within = sum((method\_A-mean\_methods[1])^2) + sum((method\_B-mean\_methods[2])^2) +  
 sum((method\_C-mean\_methods[3])^2) + sum((method\_D-mean\_methods[4])^2)  
ss\_between = sum((len\_methods[1]\*(mean\_methods[1]-mean\_total)^2) +   
 (len\_methods[2]\*(mean\_methods[2]-mean\_total)^2) +  
 (len\_methods[3]\*(mean\_methods[3]-mean\_total)^2) +  
 (len\_methods[4]\*(mean\_methods[4]-mean\_total)^2))  
data.frame(ss\_between,ss\_within,ss\_total)

## ss\_between ss\_within ss\_total  
## 1 1.289595 42.87244 44.16204

method <- as.factor(data\_defect$Method)  
summary(aov(data\_defect$Weight~method))

## Df Sum Sq Mean Sq F value Pr(>F)   
## method 3 1.29 0.4299 2.617 0.0515 .  
## Residuals 261 42.87 0.1643   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

The **F-statistic value is 2.617**. The **p-value is 0.0515**.

**2.8. What do you conclude from the ANOVA?**

Through ANOVA test, we can see that the F-statistic value is 2.617. A large value of F provides evidence against the null hypothesis. However, in this case we can not say for sure that F-statistic value is large enough. The p-value is 0.0515 which indicates there is **not enough evidence against the null hypothesis** of equal group means.

**2.9. How does your conclusion from ANOVA compare to the conclusion from the pairwise comparisons?**

The conclusion from ANOVA is the same as the conclusion from the pairwise comparison. In ANOVA, we do not reject the null hypothesis.

In pairwise comparison, before the Bonferroni’s correction we reject the null hypothesis. However after applying Bonferroni’s correction, we do not reject the null hypothesis of equal group means in the pairwise comparison.